
16th Computer Vision Winter Workshop
Andreas Wendel, Sabine Sternig, Martin Godec (eds.)
Mitterberg, Austria, February 2-4, 2011

Image retrieval by shape-focused sketching of objects

Hayko Riemenschneider, Michael Donoser, Horst Bischof
Institute for Computer Graphics and Vision,

Graz University of Technology, Austria
{hayko, donoser, bischof}@icg.tugraz.at

Abstract. Content-based image retrieval deals with
retrieval in large databases using the actual visual
content. In this paper we propose to use hand-drawn
object sketches highlighting the outline of an object
of interest as query. Due to the lack of appearance,
the focus lies on the shape of an object. Such a
scenario requires a common representation for the
sketch and the images. We propose novel shape-
based descriptors that are calculated on local con-
tour fragments. The contour descriptors are stored in
a hierarchical data structure, which enables efficient
retrieval in sub-linear time, potentially handles mil-
lions of images, and does not require retraining when
inserting new images. We demonstrate superior per-
formance in this query-by-shape-sketch retrieval for
our novel features, and efficient retrieval in 50 mil-
liseconds on a standard single core computer.

1. Introduction

Image retrieval [5, 14, 15], which deals with the
finding of similar images to a given query in large
databases, has seen tremendous progress in the last
years. Impressive advances were achieved in terms
of number of images indexed in the database (up to
millions) [5, 19, 23], types of features able to process
(color, texture, shape) [11, 12] and most recently also
the types of input. The last part deals with what kind
of input is provided as query to run image retrieval,
for example semantic language based queries, full
feature images, or scene and object sketches [7, 13].

In general, mainly three different approaches of
how to define the query in a retrieval system can be
distinguished. The first group extends standard text
retrieval systems relating them to images. The sec-
ond group considers fully featured images as query,
which contain rich scene information in appearance
and shape. However, concerning a user guided im-

Figure 1. Query by shape sketch image retrieval: Sketch-
ing an object outline is the most intuitive user input to
support visual image search. Contrary to scene sketching
with focus on appearance, the main issue for this novel
approach is efficient matching of the shape of an object as
well its discrimination to background clutter.

age retrieval system, such data may not be available,
because the user looks for a specific type of image
and cannot provide an exemplar image, since this is
the actual goal of the search. The third approach uses
hand-drawn sketches, showing the desired scene col-
ors or shape of objects, where the visual similarity is
defined on a more abstract semantic level.

The goal of this paper is to introduce a content-
aware image retrieval system, which solely uses a
sketch of the outline of an object as query as it is
illustrated in Figure 1. This enables a novel intuitive
system, where users simply sketch an object of in-
terest on e. g. a tablet PC and immediately retrieve
images containing the specified object.

Our content-based image retrieval system is based
on a novel feature for describing the local shape
of contour fragments and an efficient data structure
to retrieve images from large databases in short re-
sponse time. Inherent properties of our system are
the focus on shape, efficient fragment matching con-
sidering connectedness of sketch stroke sequences
and possible handling of occlusions. We demonstrate
how our shape descriptor improves retrieval perfor-
mance and allows for a content-based image retrieval
focused on objects rather than scenes.



Figure 2. Overview of content-based image retrieval by
query type: text, image, scene- and shape-sketch.

2. Related work

Methods for content-based image retrieval can be
classified into the following four fields: (a) semantic
language-based , (b) image-based, (c) scene sketch-
based and (d) object sketch-based, see Figure 2 for
an overview. In the following sections, related work
in these four fields and properties are discussed.

2.1. Query by text (language-based)

The first field, denoted as query-by-text, deals with
retrieving images by matching the user input to meta
data provided with images, as for example is avail-
able on websites or image annotation databases. The
features analyzed are not considering image content
but rather text describing the content. Powerful scor-
ing functions have been developed for such text re-
trieval systems to accurately measure the similar-
ity between language data like the well-known term
frequency / inverse document frequency (TF/IDF)
scheme. Modern search engines such as Bing or
Google deal only with semantic queries, whereas for
example Cortina [11]1 is a combination of seman-
tic knowledge and image features from the MPEG-7
specification [22] and the SIFT descriptor [17].

2.2. Query by image (full feature images)

In the second field, denoted as query-by-image, a
single image is provided as query and the most sim-
ilar images from the database should be obtained.
This is for example required for re-localization in 3D
reconstruction methods or to identify near duplicate
images for copyright protection. The key features are
extracted from the full extend of visual information
in terms of texture, color and shape.

1http://vision.ece.ucsb.edu/multimedia/cortina.shtml

For example, TinEye2 creates a unique finger-
print for a complete image (actual technique not re-
vealed) to find the exact matches including crops,
editing and resizing. Windsurf3 retrieves images
based on wavelet-indexing of images under region
fragmentation. That is, multiple region segmenta-
tions are described and used in a one-to-many match-
ing setup [1]. CIRES4 uses perceptual grouping on
low-level edges to obtain a structure of the image,
which is a high-level semantic cue for retrieval to-
gether with features from Gabor filters and Lab color
space [12]. FIDS5 focuses on efficient retrieval by
using color, edge histograms as well as wavelet de-
composition [3].

Most of these approaches focus on complete im-
age retrieval, which given the full feature image as in-
put delivers visually similar and even near-duplicate
retrieval results. Recent query-by-image retrieval
systems [5, 14, 18] deal with better scoring strategies
and more effective vocabulary construction.

2.3. Query by scene sketch (color drawings)

The third field, denoted as query-by-scene-sketch,
uses a manual drawing reflecting an image scene by
color as query. The user provides a drawing, where
complex visual features may not be used because
there is simply no data on which to compute them
since the sketch is more a cartoon-like drawing.

For example, Retrievr6 extracts a multi-resolution
wavelet fingerprint of the complete image comparing
color and shape [13]. The compression to just 20
coefficients allows efficient retrieval.

2.4. Query by shape sketch (line drawings)

The last field of image retrieval systems, which we
denote as query-by-shape-sketch, uses simple shape
sketches as query. The user simply draws a rough
outline of an object focusing entirely on the shape
as it is illustrated in Figure 1. In our opinion this
level of user interaction provides the most natural ex-
tension of a language based word-level query, since
it enables intuitive systems, where users can simply
sketch an object e. g. on a Tablet PC with only a small
amount of user interaction required. Previous work
in this field uses only histograms or full image simi-
larities to retrieve images containing similar content.

2http://www.tineye.com
3http://www-db.deis.unibo.it/Windsurf/
4http://cires.matthewriley.com/
5http://www.cs.washington.edu/research/imagedatabase/demo/fids/
6http://labs.systemone.at/retrievr/



Figure 3. Properties of a user sketch: a) focus on shape, b)
multiple strokes (shown in different colors), c) direction of
drawing (shown by thicker starting point) and d) sequence
information of the connected strokes.

We propose a novel scheme to combine sketches and
shape cues using powerful local shape descriptors to
retrieve images with similar objects.

3. Image retrieval by shape-sketch

The goal of this work is to enable efficient image
retrieval in large databases based on modeling an ob-
ject of interest using a sketch of the object shape.
Hence, we define the term sketch as a thin line draw-
ing by a user by means of an electronic pencil. As
shown in Figure 3, such a sketch focuses on shape,
has no appearance information, may contain one to
many line strokes and has defined end points for each
stroke (defining a valuable stroke point ordering).

In the following sections we will outline our novel
retrieval method that uses such sketches as query to
efficiently retrieve images containing the sketched
object from potentially large databases. The core
idea is to describe both the sketch and the images in
terms of a bag of local fragment codewords, where
codewords are fragment prototypes (found by com-
paring fragment shape) that are obtained from edges
in the image database. For this we describe local
fragments by a powerful shape descriptor that is ex-
plained in detail in Section 3.1. In Section 3.2 we
describe how a hierarchical data structure denoted as
vocabulary tree can be used to define our vocabulary
of codewords. The vocabulary is built by analyzing
the image database, nevertheless once the data struc-
ture is built, new images can be inserted without the
need of re-training. Finally, in Section 3.3 we show
how to use the obtained vocabulary tree in our query-
by-shape-sketch object retrieval system.

3.1. Local contour fragment description

In a cluttered environment it is important to be
able to discriminatively describe shape cues and dis-

tinguish them from mere background clutter. Addi-
tionally, for a content-based image retrieval system,
efficient processing is a vital aspect. For this rea-
son time-consuming learning tasks have to be moved
to the offline preprocessing stage. Current state-of-
the-art systems based on complex shape features still
require a lot of online processing time and are dis-
similar in terms of description of object sketches and
images, i. e. they do not allow the same description.
For this reason we made a thorough analysis of the
related work in shape analysis focusing on speed and
possible similar description of a binary shape and a
full feature image. Possible descriptors include the
Edge Histogram Descriptor (EHD) which is speci-
fied in the MPEG-7 standard [22], the Shape Context
(SC) [2], the Turning Angle (TA), which is a subset
of the Beam Angle Histograms (BAH) [20], and the
PArtial Contour and Efficient Matching (PACEM)
descriptor [21], which is a recent shape descriptor de-
signed for partial matching and encoding of sequence
information.

In this work we extend the shape description
from [21] to enable efficient content-based image
retrieval. As will be described in detail in the ex-
perimental section, our new shape descriptor makes
query-by-shape-sketch feasible and successful be-
cause of an immense speedup and a powerful de-
scription of the shape of local fragments.

We define the term contour as a connected se-
quence of points, which might come from an edge
obtained from an image or from a stroke from the
input sketch. Further, a contour fragment is a con-
nected subset of a contour. Essential to our descrip-
tion is that all contour fragments are an ordered list
of points. Our descriptor is now calculated for such
local contour fragments, all having a fixed number of
points L and it considers the available ordering of the
points. In comparison, the Shape Context (SC) [2]
descriptor loses all the ordering information due to
the histogram binning. It is further important to note,
that the image edges and user strokes may be over-
fragmented and broken into multiple contours. Con-
trary to [21], where partial matching is used to over-
come this fragmentation, we simply analyze purely
local contour fragments.

Our descriptor is inspired by the chord distribu-
tion. A chord is a line joining two points of a re-
gion boundary, and the distribution of their lengths
and angles was used as shape descriptor before, as
for example by Cootes et. al [6] or in the work on



Geometric Hashing [24]. Our descriptor analyzes
these chords, but instead of building histograms of
their distributions, we use the relative orientations
between specifically chosen chords.

Our descriptor is based on angles αij which de-
scribe the relative spatial arrangement of the points
P1 . . . PL located on the analyzed contour fragment.
An angle αij is calculated between a chord PiPj

from a reference point Pi to another sampled point
Pj and a chord PjP∞ from Pj to P∞ by

αij = �
(
PiPj , PjP∞

)
, (1)

where � ( . . .) denotes the angle between the two
chords and P∞ is the point at vertical infinity. Thus
the angle is calculated between the chord and a ver-
tical line.

In the same manner L different angles αi1 . . . αiL

can be calculated for one selected reference point Pi.
Additionally, each of the sampled points can be cho-
sen as reference point and therefore a L × L matrix
A defined as

A =

 α11 · · · α1L
...

. . .
...

αL1 · · · αLL

 (2)

can be used to redundantly describe the entire shape
of a fragment with length L. This descriptor matrix
is not symmetric because it considers relative orien-
tations. Please note, that such a shape descriptor in-
cludes local information (close to the main diagonal)
and global information (further away from the diago-
nal) and it additionally encodes the global orientation
of the fragment. In such a way the shape of every
contour fragment of length L can be described by an
L× L matrix.

3.2. Fragment vocabulary generation

In general, the goal of a content-based image re-
trieval system (CBIR) is to provide fast results on a
large scale database. Most related work on query-by-
scene-sketch and query-by-shape-sketch focuses on
an approximated nearest neighbor search to achieve
this. In this work we propose to use hierarchical data
structures as introduced in query-by-image research
to cluster and efficiently search our shape descriptors
for defining a visual vocabulary. We apply a data
structure known as vocabulary tree [19] for our pur-
poses, which exhibits the benefits of data adaption
and ability to handle high dimensional features as
contrary to nearest neighbor search or kd-trees [10].

Figure 4. An example vocabulary tree for three cluster
centers and a depth of four levels [19]. Each hierarchi-
cal level contains a part of the previous data and refines
the clustering detail allowing for better data adaptation.

The vocabulary tree [19] is a highly effective way
to define the vocabulary for bag-of-word representa-
tions and assign query descriptors to the codewords.
The approach uses k-means clustering for each level
of the tree. This yields a hierarchy of clusters which
again is used to efficiently traverse the vocabulary
tree and find matching cluster centers.

In its definition a vocabulary tree is a data structure
of k cluster centers and a depth of l levels. Figure 4
shows an illustration from Nister and Stewenius of
a vocabulary tree built for three cluster centers and
a depth of four levels. For each new level the data
clustered to the number of centers and divided. A
new level of clustering provides more detailed quan-
tization of the descriptors.

The cluster centers are referred to as nodes of
the tree and the nodes at the last level are known
as leaves. Each of these nodes contains an inverted
file list. This list maintains an index to the images
whose feature descriptors are included in the respec-
tive nodes. So instead of holding the actual descrip-
tors themselves, only a correspondence between best
matching node and image identifier is available.

Further each node contains a weight based on en-
tropy. The more images are included in a node the
less distinctive it becomes. Nister and Stewenius de-
fine various voting strategies for retrieval. First, the
flat strategy defines a scoring where only the leaf
nodes are used. If a descriptor of an image matches
to a node in the lowest level, its weight is included in
a sum later normalized by the number of descriptors
in total. Second, the hierarchical strategies define
scoring based on how many levels upwards from the
leaf level are also considered during scoring. While
the second one improves the recognition rate, the flat
scoring allows much faster retrieval. We adopt this
strategy and define the weight wi of a node as

wi = ln(
N

ni
), (3)

where the total number of images N in the vocab-



Figure 5. Illustration of the hierarchical traversal through a
vocabulary tree: Only the nodes in green are considered at
each level and the orange nodes indicate the best matches.
These determine the k of kl+1 cluster nodes which are
considered at the next level l + 1.

ulary tree and the number of images ni which are
contained in a node i are used as entropy measure.

The final score s is determined by the sum over all
nodes where the query descriptor matches this node.
The frequency of matches for each descriptor is used
and normalized by the total number of descriptors –
for the query image and the already known images in
the vocabulary tree. The final score is then defined as

s =
∑
i

wi × qi × di
Q×D

(4)

wherewi represents the weight of the current node, qi
and di the number of times a descriptor for a query or
database image passed through the current node, and
Q and D are the total number of query or database
descriptors respectively.

We use the vocabulary tree to create a general
shape vocabulary for an efficient retrieval system.
For this, we extract Canny edges [4] from the im-
ages of our database using the standard hysteresis
thresholding in Matlab and link the results to a set
of coordinate lists. This linking is done by analyz-
ing an 8 connected neighborhood [16]. Each edge
is represented as an ordered sequence of sampled
points and we extract heavily overlapping contour
fragments from every edge (each of lengthL), by one
point shifting, so that neighboring contour fragments
overlap by L−1 points. The fragment length L is se-
lected as a balance between discriminative power and
edge fragmentation. For each fragment individually
we sort the sequence clockwise and calculate the cor-
responding shape descriptor matrix of size L×L as it
is described in Section 3.1. All obtained descriptors
are then used to build the vocabulary tree. In such
a way, at the final level of the clustering, the leaves
define the desired codewords representing prototypes
of contour fragments.

Once the vocabulary tree is generated, it may be
used for fast codeword assignment and scoring, as
well as insertion of new images for retrieval. For

each of its description vectors, the top nodes and their
cluster centers are matched. Only the children of the
best matched cluster center are then matched again.
This reduction of search space allows for a complete
search of the vocabulary in k × l comparisons. Thus
for a structure of ten cluster centers and six levels
searching the one million leaf nodes for a best match
only requires 60 comparisons, see Figure 5 for an il-
lustration of this process.

During the insertion of a new image this advantage
is used to find the best matching leaf node quickly.
For each of the shape descriptors such a match is
sought. Then, a new image identifier is included
into the nodes’ inverted file lists and their weights
are updated. No further steps are required. The same
hierarchical matching is used to determine the best
matching leaf nodes for retrieval.

3.3. Retrieval system

For retrieving images from a database a user has
to provide a shape sketch by drawing strokes. There-
fore, we created a sketching interface, where the user
draws on a tablet computer with an electronic pen or
mouse. This directly allows to store the location and
sequence of strokes. In such a way our object model
has the following four attributes (refer to Figure 3):
The sketch models the shape of the object of interest
the user is searching for. It contains multiple strokes,
which are the user-drawn lines to outline the object.
Each stroke has a direction of drawing given by the
user. Finally, adopted from the direction, each stroke
has a sequence in which points along the stroke may
be sampled.

To be able to retrieve images from the database,
each stroke is modeled as a contour and highly
overlapping contour fragments, as described in Sec-
tion 3.2, are extracted for every stroke. All contour
fragments are represented by our proposed powerful
shape descriptor and the descriptors are passed to the
vocabulary tree to obtain corresponding codewords.
The retrieval result is a ranking of all images in the
database using the final similarity scores as defined
in Equation 4.

4. Experiments

The goal of this work is to propose a novel
structure-capturing shape cue for content-based im-
age retrieval (CBIR) systems. For this reason, we fo-
cus on evaluating shape cues for the quality in image
retrieval. Due to the design of our retrieval system,



it shows the following properties. The shape vocab-
ulary generation is performed in an offline stage and
stays the same over all experiments. The vocabulary
tree allows a fast retrieval of images as well as inser-
tion of new images in constant time. The computa-
tion only depends on the number of k clusters and l
levels chosen for the vocabulary, which is k = 3 and
l = 6 for all our experiments. The constant time for
insertion or retrieval of new images is thusO(k × l),
which is (almost) independent of the number of im-
ages in the database. Since we focus on efficient lo-
cal shape features, the time for calculating the de-
scriptors is a few milliseconds. The full retrieval is
performed on average in 50 milliseconds seconds per
object sketch.

4.1. Shape-based features

For evaluation of our contour descriptor, we ana-
lyzed four additional descriptor methods. The Shape
Context (SC) [2] is a correlated histogram of edges
and is intended to provide a description for a set
of points to determine their correspondences. The
description is a normalized binned histogram, how-
ever in a log-polar layout to capture the relative dis-
tribution of points. The Turning Angle (TA) is a
subset of the Beam Angle Histogram (BAH) [20].
The BAH is a histogram over beam angle statistics,
where the beam angles θij , at points on the shape
Pi, i = 1, 2, . . . , are the chord lines (Pi−j , Pi) and
(Pi, Pi+j). The PArtial Contour and Efficient Match-
ing (PACEM) [21] is a recent shape descriptor de-
signed for partial matching and encoding of sequence
information.

4.2. Experimental setup

The experiment is designed to evaluate the perfor-
mance of a query-by-shape-sketch, where rich visual
features are not available. As it is difficult to evalu-
ate an interactive user scenario, we setup the exper-
iment to use the ETHZ shape classes [9] of 255 im-
ages containing five classes and let several users draw
sketches for each class. The benefits are that the class
for each image is known and we can use it to eval-
uate the retrieval performance, which is otherwise
not well-defined in large image retrieval systems,
where the exact number of true positive matches is
not known.

For evaluation we use all obtained sketches, which
represent the range of variations of typical user
sketches. See Figure 6 for an overview of some of
the sketches, which are provided as query input to the

Figure 6. Subset of the 700 user sketches for the five
ETHZ classes used in evaluation. The sketches cover
the range of user input in a query-by-shape-sketch re-
trieval system. Second last column shows top performing
sketches, and right column the sketches by Ferrari [9].

image retrieval system. This new sketch dataset con-
tains 700 sketches drawn by 36 users. There are on
average three user strokes with a length of 320 pixels.
We use contour fragments of length 100 and sample
every 5th point, leading to a length L = 20, which in
experiments showed is a reasonable balance between
discriminative power, dimensionality and limitations
due to edge fragmentation.

For this dataset the performance measure is the
top-T ranked results, where the top-T score is defined
as the number of true positive images (ground truth
class vs. sketch query class) over the top T = 20 result
images. This performance score shows how many re-
trieved images actually contain the desired object.

4.3. Results and discussion

Table 1 shows a summary of the average results of
the 700 queries for the top-20 ranked images. The
results show that the performance scores of the novel
query-by-shape-sketch image retrieval paradigm are
still moderate, however clearly demonstrate the ben-
efits of using a shape descriptor, which captures the
sequence of user strokes. Our descriptor performs on
average 25% better than other shape descriptions.

Figure 8 shows a recall plot for the retrieval task,
where the number of top ranked images was varied



Method Sketch (avg./best) Ferrari [9]
SC [2] 23.5% 41% 20%
TA 20.7% 44% 20%
BAH [20] 19.6% 55% 24%
PACEM [21] 19.2% 50% 20%
Proposed 48.5% 87% 58%

Table 1. Percentage of true positives within first 20 re-
trieved images using each of the 700 sketches of the novel
dataset (average and best results) and the hand-drawn pro-
totype models (right column).

from T = 1 to T = 20. The retrieval score is consistent
over all top ranked images.

For completeness, we can evaluate the individual
class results of the ETHZ dataset. This is not rele-
vant for the retrieval systems, however the confusion
table in Figure 7 shows that some categories can be
modeled better than others. The average percentage
of true positives within the first 20 retrieved images
over all user sketches (including very crude ones) is
for Applelogo 59%, Bottle 57%, Giraffe 66%, Mug
38%, Swan 23%. This distribution of performance
is also visible when using the hand-drawn proto-
type models provided by Ferrari et. al [9]: Applel-
ogo 60%, Bottle 85%, Giraffe 90%, Mug 20%, Swan
35%. Furthermore the scores if only considering the
top performing sketch per class yields: Applelogo
100%, Bottle 90%, Giraffe 100%, Mug 80%, Swan
70%. The classes for swans and mugs are the hardest,
since they are most often confused with applelogos
and bottles, respectively, due to similar local shapes
(head, neck and straight vertical lines).

Figure 7. Confusion table for average scores for each
ETHZ shape class [9] on the 700 user sketches.

Figure 8. Recall for varying number of top ranks shows
consistent retrieval results for query-by-shape-sketch.

However, for retrieval one is interested in the av-
erage performance over all classes, which is shown
in Table 1. Here prototype models scored 58%, the
average of all 700 user sketches scored 48.5% and
the best single sketches scored 87%. Thus we can
confirm that the sketches by Ferrari et al. resemble
the shape prototypes quite well [8], however there
are better prototypes, see second last column in Fig-
ure 6 for our best sketches. Thus on average, which
reflects the typical user behavior, we can achieve a
retrieval rate of 48.5%. This means using a simple
hand-drawn sketch of the shape of an object, we can
retrieve half of the desired images in an interactive
content-based retrieval system in 50 milliseconds.

5. Conclusion

In this work we showed a novel content based im-
age retrieval (CBIR) system, which queries a large
database by means of a user-drawn sketch. This
query-by-shape-sketch paradigm is the most intu-
itive extension of the current language-based seman-
tic queries onto the visual domain. Our novel com-
bination of shape-based features which exploit the
properties of user sketches such as partial descrip-
tion, multiple line strokes, as well as direction and
sequence of the stroke itself, and an efficient retrieval
system based on hierarchical clustering and scoring
allows the user to search for images by simply draw-
ing the object of interest. This extends the current
state-of-the-art by allowing an object-centered search
rather than full scene retrieval.

Future work will focus on the integration of other
input feature types such as color and texture, adopt-
ing a query expansion by linking query-by-shape-



sketch results and a query-by-image strategy, local-
ization and geometric verification of sketched objects
within the retrieval results and finally, investigating
the universality of the shape vocabulary.
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